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Abstract

The paper identifies a potential gap between intertemporal choices and time preference:

The elicited intertemporal decisions could be partly driven by a biased perception of time

and thus may not completely reveal the actual time preference. To test this, we explore

the causal relationship between time perception and intertemporal choices by conducting a

laboratory experiment, in which cognitive load is used as a stimulating instrument to induce

differences in time perception. We establish that the perceived time lengths for subjects with

high cognitive load are shorter than those with low cognitive load and that individuals who

underestimate time appear more patient in their intertemporal decisions. The mediation

analyses show that time perception mediates a significant part of the cognitive load’s effect

on intertemporal choices. Our study thus demonstrates that the time preference identified

by intertemporal choices might be confounded by the potentially biased perception of how

time flies.
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Alice: “How long is forever?”

White Rabbit: “Sometimes, just one second.”

Lewis Carroll, Alice in Wonderland

1 Introduction

Time preference and time perception are intertwined.1 While intertemporal choices are expres-

sions of time preference, they might also hinge upon time perception. If that is the case, can the

variation in time perception (partly) account for the heterogeneity of individuals’ intertemporal

choices? More importantly, as the standard economics approach expects intertemporal choices

to reveal time preference, do they completely represent people’s actual time preference? This

paper therefore formally explores the causal relationship between time perception and time dis-

counting. Intuitively, for an individual who perceives the future as subjectively more distant,

he will be more reluctant to delay consumption than another individual who perceives the same

length of time as subjectively closer. If time perception partly explains the variation in the ob-

served intertemporal choices, then the “time preference” elicited from intertemporal decisions is

actually a compound of both preference and perception, resulting in an identification problem.2

To address our research question, we conduct an experiment in a controlled laboratory.

Because the impact of cognitive load on time perception has been well documented in the

literature (reviewed in Section 2), we use cognitive load as an external stimulating instrument

to induce differences in time perception across treatments in our experiment.3 The goal is to test

at the individual level whether a change in cognitive load influences the time perception and,

furthermore, whether the change in time perception affects the intertemporal choices that are

supposed to reveal subjects’ time preference. Our conjecture is that subjects with low cognitive

load perceive objective time as subjectively longer and will thus be less willing to delay a reward

and exhibit higher impatience.

In the first part of the experiment, we elicit subjects’ time perception following the design in

Brocas, Carillo and Tarrasó (2018a), hereafter BCT, where subjects are instructed to produce
1We refer to the term “time perception” as the perceived length of time following the measure in Brocas,

Carrillo and Tarrasó, 2018a).
2Given that preferences are conventionally reckoned to be deep-rooted, recognizing this problem may help

understand the puzzling findings concerning the instability of the intertemporal choices made by an individual’s
multiple selves over time (Banks, Blundell and Tanner, 1998; Meier and Sprenger, 2013).

3By cognitive load, we refer to the amount of mental effort demanded by a task, which is also called cognitive
busyness (see, e.g., Moskowitz, 2005).
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time intervals between 24 and 219 seconds by clicking the start and the stop button on the

screen. They are simultaneously asked to complete a series of filler tasks. Each filler task has

a time limit. We manipulate the cognitive load by varying the time limit across treatments, so

that the time limit for the high load treatment (i.e., 10 to 15 seconds, identical to the setting

in BCT’s experiment) is shorter than that in the low load treatment (i.e., 18 to 23 seconds). In

other words, subjects in the high load treatment need to solve a series of filler tasks with a higher

intensity than subjects in the low load treatment, which generates at a higher level of cognitive

busyness. In the second part, subjects’ intertemporal choices are elicited using the standard

Multiple Price List design, the Convex Time Budget design (Andreoni and Sprenger, 2012a;

hereafter AS) or the Time Trade-off Sequence design (Attema et al., 2010; hereafter ABRW).

We look into the treatment effect of cognitive load on subjects’ time perception and find that

subjects’ perceived time is significantly longer in the low load treatment than in the high load

treatment. Moreover, a significant and negative effect of time perception on the discounting

choices is found: In general, subjects with shorter perceived time and those who underestimate

time value the delayed reward more than the others, although the correlation between perceived

time length and time discounting is affected by the cognitive load treatment. Based on these

results, we conduct mediation analyses and find that time perception mediates a significant

and positive indirect effect on time discounting, consistent with our conjecture, while the direct

effect and the total effect of the cognitive load treatment are both negative and insignificant.

Our study suggests that an individual’s perception of time affects his evaluation of in-

tertemporal tradeoffs. While preferences may be economic primitives that are intrinsically

built, intertemporal choices are partly driven by the malleable time perception. We provide ev-

idence demonstrating the gap between the observed intertemporal choices and time preference,

pointing to the potential identification problem of time preference.

The rest of the paper is organized as below. Section 2 reviews the related literature. Section

3 introduces a simple theoretical framework as our preliminaries. Section 4 presents the exper-

imental design and procedure. Section 5 discusses the experimental results. The last section

concludes.
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2 Related Literature

Over the past few decades, economists have revealed individuals’ time preference through in-

tertemporal decisions: People act intertemporally as if they discount future payoffs. In the

literature of time preference elicitation, the existing attempts have largely relied on experimen-

tal techniques, among which the Multiple Price List method, with a relatively simple procedure,

has been widely adopted in a large number of applied problems (see, e.g., Tanaka, Camerer and

Nguyen, 2010). The Convex Time Budget method designed in AS is a recently developed lead-

ing alternative. Besides, other approaches emerge in various versions of experimental designs

(see, e.g., ABRW and Attema et al., 2016). However, most, if not all, of the designs depend on

systematically varying the amounts and/or the dates of payoffs to infer information on decision-

makers’ preferences. Cohen et al. (2020) review studies that measure the time preference and

report that “money earlier or later” decisions are driven in part by some factors that are dis-

tinct from the underlying time preferences. While this type of design implicitly relies on the

assumption that intertemporal choices completely represent time preference, we argue that the

time discounting behaviors obtained in this manner actually confound both the actual time

preference and the perception of time.

The idea of segregating belief/perception and preference dates back to Savage (1954) in

the context of eliciting an individual’s subjective probability. He highlights the importance

of isolating preference from subjective probability to identify the belief: If an individual cares

more about outcomes in one state than in another, we cannot tell whether it is because his

utility is more sensitive in that state or because he considers that state more likely to occur.

Similar questions have also been raised in the studies on risk preference. Weber and Milliman

(1997) provide empirical evidence that segregates the two driving forces of choices under risk:

the relatively stable risk attitude and the perception of riskiness.4 Andreoni and Sprenger

(2012b) distinguish time preference from risk preference in intertemporal choices and suggest

that present-biased behavior could originate from the uncontrolled risk of future payoffs, a

contention strengthened by the experimental evidence in Miao and Zhong (2015). Across a

number of choice problems, Choi et al. (2014) discuss the decision-making quality and the

identification problem of distinguishing decision-making ability from preferences. Along the
4Relatedly, Gui, Huang and Zhao (2020) differentiate risk-seeking preferences and biased perception of risk

in financial investment settings. Chew and Li (2017) empirically discriminate between social preferences and
probability bias as determinants of investors’ non-neutral attitude towards the perceived morality of a stock.
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same line, the present paper focuses on isolating belief, i.e. perception in our context, to

identify preferences by stressing the two independent driving forces of intertemporal choices:

time preference and time perception.

The determinants of the underlying time preference and its associations with other human

attributes and environmental factors have long attracted attention in the economics literature

(Thaler and Shefrin, 1981; Loewenstein and Prelec, 1992; Becker and Mulligan, 1997). More

recently, the evolution theory of time preference developed by Robson and Szentes (2008) and

Robson, Szentes and Iantchev (2012) consider the evolutionary basis of time preference with

an optimization process of resource allocation and show how intergenerational transfers and

sex determine the patience level.5 Galor and Özak’s (2016) empirical findings suggest that the

difference in time preferences across regions may be rooted in the geographical variations in the

natural return to agricultural investment. Chen (2013) empirically studies whether languages

grammatically associating the future and the present influences time preference and related

economic behaviors.6 This line of research explains the observed differences in time preference

at a more aggregate level, as most of the discussed features (language, cultivation, etc.) are

deeply ingrained constructs within a population group. We depart from this literature and test

at the individual level the effect of time perception that not only varies across individuals but

also wobbles among different selves of the same individual over time.

The economics and the psychophysics literature have documented the heterogeneity in time

perception (Eagleman, 2008; Grondin, 2010; Bonato and Umiltà, 2014; BCT). Despite its fluid

nature, a direct manipulation of time perception is not easy: Attempts have been made using

noninvasive brain stimulation techniques (Mioni, Grondin and Bardi, 2019), but they either due

to mechanisms still obscure or difficult to implement, especially in an economic laboratory. We

draw on the findings in the literature and propose to use cognitive load as the external stimulus

to implement the manipulation for two reasons: First, the effect of cognitive load on time per-

ception has been extensively studied and proved significant. Alonso, Brocas and Carrillo (2013)

theoretically explain “mistakes” in decision-making with resource allocation under neurophysi-
5The evolution of the time preference framework denominates time preferences in resource terms, correspond-

ing to the marginal rate of intertemporal substitution in consumption, while time preference in our paper is
denominated in utility terms, close to what Robson, Szentes and Iantchev (2012) call the “pure” rate of time
preference.

6The effect of time-inconsistent preferences on motivated cognition comprises another part of the literature:
For example, Bénabou and Tirole (2002) theoretically link time-inconsistent preferences to self-confidence; Hong,
Huang and Zhao (2019) show that the sunk cost “fallacy” is a rational response to hyperbolic discounting. In
both theory and experiment, Chew, Huang and Zhao (2020) establish that time preference is associated with
motivational value of positive false memory.
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ological limitation, suggesting that the time perception could be biased if attentional resources

allocated to the time-keeping task are affected. Empirical studies also agree on the central role

of attention and mental workload in temporal experience (Thomas and Weaver, 1975; Tse et

al., 2004; Block, Hancock and Zakay, 2010).7 Second, as the effect of time perception is what

we desire to address, ideally the stimulating instrument for manipulation should impact time

perception while exerting no influence on the discounting behavior itself. Compared to other

candidates (say emotion for example, which has been proved to significantly affect intertem-

poral discounting, see, e.g., Ifcher and Zarghamee (2011)), evidence on whether the cognitive

load affects intertemporal tradeoffs is ambiguous. Some even find little or no evidence on the

effect of cognitive load on impatience, including Franco-Watkins, Rickard and Pashler (2010)

and a survey study by Deck and Jahedi (2015). Nonetheless, we employ the statistical method

of causal mediation analysis to encompass the potential direct effect of cognitive load and to

isolate it from the indirect effect mediated by time perception which is the center of our interest.

Finally, our study is by no means the first attempt to relate time preference to time percep-

tion. There have been increasing studies discussing the relationship between time perception and

intertemporal decision-making. Hornik (1984) is among the first few studies to discuss the im-

portance of considering time perception in time-related consumer behavior studies. Wittmann

and Paulus (2008) theorize a relationship between impulsivity and time experience, and Read

(2001) proposes a model that explains the subadditivity in time discounting by the subjective

evaluation of time. Ebert and Prelec (2007) experimentally observe the influence of time sen-

sitivity on discounting behavior. More of the related studies focus on the relationship between

time perception and time inconsistency. Starting from Roelofsma (1996) applying Weber’s Law

to explain time-inconsistent preferences, theoretical efforts include Takahashi’s work (Taka-

hashi, 2005; Takahashi, 2009) on the theoretical framework of dynamic inconsistency, and Cui

(2011) who demonstrates that hyperbolic discounting results from the scalar property of time

perception. Ray and Bossaerts (2011) propose a model linking present bias to the phenomenon

of biological time, arguing that the discount function only appears to be hyperbolic against

objective time but is indeed exponential against subjective time. Experimental studies also
7Studies in this literature mainly use two production paradigms: the prospective paradigm, in which partic-

ipants are ex ante aware that they need to make duration judgments, and the retrospective paradigm, in which
participants are asked to make duration judgments only after the duration ends. The literature finds different
directions of the cognitive load effect under different paradigms: negative under the prospective, and positive
under the retrospective paradigm (Block, Hancock and Zakay, 2010). The difference is possibly caused by the
different neural processes governing subjective time, which is not the emphasis of this paper. We follow the time
evaluation literature and focus on prospective timing in this paper.
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reveal the correlation of hyperbolic discounting with time perception and characteristics of it

(Zauberman et al., 2009; Kim and Zauberman, 2009; Han and Takahashi, 2012; Bradford, Dolan

and Galizzi, 2013). Compared to the literature, the focus of this paper is not directly on the

inconsistency property of time preference, but more fundamental: Will longer (shorter) time

perception lead to lower (higher) valuation of the delayed reward because the future is perceived

as farther (nearer)? In this regard, BCT’s experiment proves the negative correlation between

time perception and time discounting. Resting on the existing findings, the aim of our study

is to move one step forward and provide initial evidence for the causal relationship between

time perception and time discounting by conducting a controlled laboratory experiment with

treatment manipulations.

3 Preliminaries

To explicate the relationship among time perception, time preference and intertemporal choices,

and provide a premise for our experimental investigation, we present a simple framework as the

theoretical preliminary elaborating on the motivation for this paper and our conjecture.

Defining time preference. While the notion of time preference is often considered ex-

changeable with the notion of time discounting, in this paper, we follow Frederick, Loewenstein

and O’Donoghue (2002) and distinguish between the two terms to stress the distinctions among

various driving forces that underlie intertemporal choices. Time preference is commonly defined

as the relative valuation of a reward achieved at an earlier time point versus a reward achieved

at a later time point. In this framework given an outcome stream (τ1 : x1, ..., τm : xm) yielding

outcome xj at a time τj for j = 1, ...,m, the discounted utility is given by:

DU(τ1 : x1, ..., τm : xm) =
m∑
j=1

ϕ(τj)U(xj) (3.1)

where U(·) is the instant utility function and ϕ(·) is the discount function.8 Based on the

definition, we represent the time preference by the discount function ϕ(·) that evaluates the

delayed utility discounted against the actual time. We assume that ϕ′(·) < 0, suggesting that

instantaneous utility is discounted more when the reward is realized farther in the future.
8In our simple framework, we abstract from the issue of utility representation of the underlying preference

relation in decision theory because the axiomatic approach is not the focus of this paper. Nonetheless, Choi et
al. (2014) show that an individual’s utility representation capturing his or her ability to make decisions survives
under sufficient wealth, among other personal characteristics.

7



Defining time discounting. If actual time preference is defined as how the delayed utility

is discounted against the actual time, what intertemporal choices reveal is how the delayed

utility is perceived to be discounted against the perceived time instead, which may be biased.

Therefore, revisiting Eq. (3.1), the discounted utility is correctly measured if and only if the

subjective time is accounted for in the discount function estimation based on the intertemporal

choices:

DU(τ1 : x1, ..., τm : xm) =

m∑
j=1

ϕ(τj)U(xj)

=

m∑
j=1

ϕ̃(p(τj))U(xj) (3.2)

where p(τj) describes the perceived time p dependent on the actual time τj . However, the

subjective time is not typically applied to the derivation; hence, what has been evaluated is the

perceived discounted utility such that:

D̃U(τ1 : x1, ..., τm : xm) =
m∑
j=1

ϕ̃(τj)U(xj) (3.3)

Similarly we assume that ϕ̃′(·) < 0. We define time discounting as ϕ̃(·) to encompass time per-

ception as part of the reason for temporal discounting decisions.9 Accordingly, time discounting

in this paper is the discount function estimated from the observed intertemporal choices ap-

plying the objective time. Comparing Eqs. (3.2) and (3.3) implies that intertemporal choices

completely reveal the time preference, i.e. ϕ̃(τj) = ϕ(τj), if and only if time is perceived ac-

curately, i.e. p(τj) = τj . Otherwise, the estimated time discounting ϕ̃(·) represents merely a

compound of the time preference and the misperception of time.

Consider the following example in which we assume exponential discounting for ϕ(·) and

ϕ̃(·) for the sake of simplicity. Suppose that between two options of A) receiving $5 now and

B) receiving $10 τ̄ units of time later, Alice chooses Option A and Bob chooses Option B. The

seemingly impatient choice of Alice compared to Bob could then be represented by ϕ̃A(·) < ϕ̃B(·)

where the subscript A (B) denotes Alice (Bob).

However, if we want to study the time preference, note that there is one degree of freedom in

Eq. (3.2). On the one hand, time perception could be normalized as p̄ = pA(τ̄) = pB(τ̄). Then
9The approach to defining time discounting in this paper follows Frederick, Loewenstein and O’Donoghue

(2002), but we adopt the belief-based model and thus focus on time perception among the driving forces behind
intertemporal decisions.
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by ϕi(·) = ϕ̃i(pi(·)), i = A, B, we have ϕA(·) < ϕB(·) which suggests that Alice is inherently

more impatient than Bob. On the other hand, if we normalize the discount function, i.e. let

ϕA(·) = ϕB(·), then since ϕ̃′(·) < 0, instead of having different preferences, we have different

perceptions, i.e. pA(τ̄) > pB(τ̄), which suggests that the perceived “impatience” of Alice could

in fact be attributed to her longer perception of time. That is to say, had they both perceived

τ̄ equally, we would not have observed a difference in their time preferences. Eq. (3.2) implies

that even with the actual time preferences being the same, a difference in time perception could

lead to different intertemporal tradeoffs if the gap between the subjective and objective time is

not properly addressed.

4 Experimental Design and Procedure

Based on the preliminaries, our experiment is designed to test whether there is a causal effect

of time perception on intertemporal choices. The experiment was composed of two main parts:

time perception (TP), followed by time discounting (TD).

4.1 Design

4.1.1 Time perception

Building on BCT, we designed ten rounds of time perception exercises preceded by one practice

round. In the official rounds, subjects were asked to finish 10 prospective time production tasks

with intervals τ of 24, 31, 41, 53, 69, 89, 116, 151, 196 and 219 seconds, one in each round

with the order randomized but the same for all subjects. At the beginning of each round, we

presented subjects with the time interval τ to be produced in this round. After that, subjects

produced their time estimates for this interval τ by clicking the button “START” and the button

“STOP” on the screen respectively. The duration between the two clicks marked the subject’s

estimation of the time interval (see the details in the screenshots in Appendix B.1).

We manipulate the cognitive load to induce differences in the time perception across treat-

ments. During their estimation of the time interval, subjects were asked to solve a series of

filler tasks. In each filler task, a 4×6 table was shown to the subjects. As in Figure 1, each row

and column of the table had a name. Subjects were instructed to click on one of the cells. The

order of the row names and of the column names, as well as the bold parts of the instruction,

were randomly changed from one filler task to another. Subjects were told to complete each
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filler task within a time limit that was randomly determined and unspecified to them, and the

failure to complete a task within the time limit would be counted as an incorrect answer. The

ongoing filler task during which the subjects clicked the “STOP” button would not be included

for counting.

Figure 1: Example of a Filler Task

The time limit was varied to manipulate the cognitive load across treatments:

• High load treatment: The time limit is randomly decided between 10 and 15 seconds.

• Low load treatment: The time limit is randomly decided between 18 and 23 seconds.

In the high load treatment, the intensity of the filler tasks is higher than that in the low load

treatment, implying a higher frequency for subjects in the high load treatment to apply mental

efforts to solve the filler tasks. 10

The amount earned depended on subject performance in both the time production tasks and

the filler tasks. For each subject, one round was randomly selected to calculate the payment.

A subject was required to correctly solve at least 80% of the filler tasks in this round in order

to get paid. Then, the more accurate the estimation, the more he or she earned: The subject

would be paid HK$120 if the time estimate produced in this round was within ±5% of the actual

length of τ , HK$60 if within ±10% and HK$30 if within ±20%. A subject earned nothing if he

or she failed in more than 20% of the filler tasks in this round regardless of how accurate the

time estimate was.11

10As an anonymous reviewer noted, it might be more difficult for subjects in the high load treatment than sub-
jects in the low load treatment to count seconds. The influence, however, is two-way and would not systematically
lead to longer or shorter perceptions of time. Therefore, the impact, if any, should not bias the result.

11We adopted this incentive scheme for its ease of explanation compared to the (incentive compatible) quadratic
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4.1.2 Time discounting

To prevent the results from being dependent on the setting of a specific experimental design, we

adopted three well-established time discounting elicitation methods that all rely on intertempo-

ral choices: the MPL method, the CTB method designed by AS and the Time-Tradeoff (TTO)

Sequences method designed by ABRW.12 Subjects were assigned randomly to the MPL, the

CTB or the TTO group.

Multiple Price List. Subjects in this group were provided with a fixed array of paired

options such that

• Option A: Receive κ in u days

• Option B: Receive γ in u+ k days

and asked to choose one for each of the 30 rows. The first 15 rows are proximal tasks in which

u = 0 (i.e. today) and k = 31, and the last 15 rows are distal tasks in which u = 90 and k = 31.

κ = 100 for all 30 rows and γ ranges from 100 to 142 for every 15 rows (see the details in the

screenshots in Appendix B.2.1). We allowed subjects to switch back and forth as they wished

but no individual with multiple switching was observed in our sample.13

Convex Time Budget. We closely followed the design and the allocation procedure in

AS. Subjects were asked to allocate 100 experimental tokens either to a sooner time u with

exchange rate au, or a later time u+ k with au+k. The gross interest rate 1+ r was determined

by the relative exchange rate au+k/au. We denote the amounts allocated at dates u and u+ k

by xu and xu+k. The same 3× 3 design as in AS was implemented in our experiment, with the

starting time u ∈ {0, 7, 35} in days and the delay k ∈ {35, 70, 98} in days, each pair consisting

of 5 different exchange rates, summing up to a total of 45 allocation tasks. The allocations were

made on the computer by dragging the scrollbar on a slider (see the details in the screenshots

in Appendix B.2.2).

To avoid the convenience gained by concentrating payments in one period, all subjects were

informed in advance that for the subject who was randomly selected to be paid for the CTB

scoring rule.
12The instructions for the TD task were only presented on the computer screen without oral explanations in

public by the experimental instructor. Otherwise, the difference in waiting time for the TD task would affect
subjects’ time perception following the TP task, and thus contaminate the treatment effect.

13Relatedly, Yu, Zhang and Zuo (2021) experimentally suggest that multiple switching is not as important as
discussed in the literature. Subjects may simply misunderstand the tasks, and a nudge treatment can generally
improve subjects’ comprehension.
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task, the participation fee would be paid with half at the sooner and half at the later date

regardless of their choices.

Time-Tradeoff Sequences. A TTO sequence is a sequence of time points u0,...,un that

fulfills the following indifferences with the two outcomes κ < γ :

(u0 : κ) ∼ (u1 : γ)

(u1 : κ) ∼ (u2 : γ)

...

(un−1 : κ) ∼ (un : γ) (4.1)

The design of the task took an analogous form to the standard MPL, except that the amount

of payment was predetermined, and subjects were asked to choose the indifferent payment

date.14 Specifically, subjects were asked to choose between two options in each line of a table,

such that:

• Option A: Receive κ in un−1 days;

• Option B: Receive γ in un−1 + k days.

There were 30 choices to make in each table, with un−1 being the same for all 30 choices and

k ranging from 0 to 29 (see the details in the screenshots in Appendix B.2.3). Therefore, in

contrast to the standard MPL, the future payment date in our experiment was not preset and

could vary across all subjects. A unique switching-point was enforced in each table.

In our experiment, subjects were asked to produce four sets of sequences with the parameters

in Table 1:

Table 1: Parameters for the Four TTO Sequences

Sequence u0 κ γ

I 1 day HK$160 HK$180
II 1 day HK$610 HK$650
III 6 days HK$160 HK$180
IV 1 day HK$350 HK$380

Every sequence consisted of five steps, yielding n = 5 in the above indifferences. To prevent

any potential order effect, we first elicited u1 for every TTO sequence, then u2 for every TTO

sequence with the order of sequences randomized, and so forth.
14A similar example is in Attema et al. (2016).
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In all groups, one out of every twenty-five subjects was randomly selected at the end of the

experiment and one of his (her) choices in the TD part would be played out for real.

Given the preliminaries and the experimental design, we seek to test the following hypothe-

ses:

Hypothesis 1: The objective time is subjectively perceived to be longer in the low load

treatment than in the high load treatment.

Hypothesis 1 is formed based on the findings in the literature (Block, Hancock and Zakay,

2010), and complies with intuition: As subjects are more occupied in the high load treatment,

we expect them to mentally experience more in a unit of time, and thus produce a shorter

interval than subjects in the low load treatment when asked to estimate a certain duration.

Hypothesis 2: Time perception and time discounting are negatively correlated.

In accordance with the results in BCT, we hypothesize that when the future is perceived to

be more distant (high TP), people’s relative valuation of the future reward is lower (low TD)

and thus may appear to be more impatient.

Hypothesis 3: Subjects exhibit more (less) patience because of the shorter (longer) percep-

tion of time induced by the high (low) cognitive load treatment.

Presuming Hypothesis 1 and 2, we will further test whether the change in the cognitive load

indirectly leads to the change in the observed patience with time perception as the mediator.

In addition to the indirect effect, cognitive load could also directly affect intertemporal choices.

If the direct effect goes in the same direction, or there is no direct effect as demonstrated by

the literature, then we may expect Hypothesis 4 regarding the total effect of cognitive load on

the observed time discounting:

Hypothesis 4: Subjects in the high load treatment exhibit more patience in their intertem-

poral choices than subjects in the low load treatment.

4.2 Procedure

A total of 221 student subjects participated in the experiment, with 51 from Hong Kong and

170 from Mainland China.15 The experiment was conducted using z-Tree (Fischbacher, 2007).
15Subjects were university students recruited from Hong Kong University of Science and Technology in Hong

Kong, Wuhan University and Southern University of Science and Technology in Mainland China. The monetary
incentives were adjusted such that HK$3 : RMB 1 for the sessions conducted in Mainland China. While the

13



The experiment was first conducted with the TP part followed by the TD part, and there

was then a last stage where the final payment was revealed to every subject. At the beginning of

the experiment, subjects were provided with an instruction for the TP part. In the instructions,

subjects were informed that there would be a second part without knowing specifically what

the part would be. They were also told that before reaching the last stage, they were allowed

to proceed without waiting for other subjects. The instructions for the TD part were provided

on the computer individually after the completion of the TP part. After completing the TD

part, subjects were asked to wait for others before proceeding to the last stage.

For subjects in Mainland China, all payments were made at the appointed time through

WeChat.16 For subjects in Hong Kong, all payments for the TP task were made immediately

after the experiment in cash, while the randomly selected payment for the TD task were paid by

cash delivery: The selected subjects were asked to provide an address that would be convenient

for them to receive cash on the payment day, and the cash was delivered to the specified address

on that day. The exact amount of cash was included in an envelope and delivered in person.

Subjects were provided with Professor Xiaojian Zhao’s name card and were promised that if

they failed to receive the payment on the payment day, they could contact the professor and the

cash would be delivered in person immediately.17 The payment method was chosen to minimize

the difference between receiving payments on weekdays and weekends.

4.3 Discussion

It is worth discussing two challenges in experimental studies of time perception and time dis-

counting.

First, since we seek to test a causal hypothesis, we rely on experimental manipulations

of treatments. However, despite the multiple conjectures, the mechanisms that govern time

perception are not yet fully understood, so direct manipulations of time perception via nerve

cell stimulation would be unmanageable (Fontes et al., 2016; Mioni, Grondin and Bardi, 2019).

Hence, we intend to influence subjects’ time perception by exogenously varying the cognitive

load as the stimulating instrument. The problem of such indirect manipulation is that the

payment appears to be lower in Mainland China, it can still provide sufficient motivation, as a regular meal in
an university canteen in Mainland China costs only approximately US$ 1. The currency difference is included in
the regression analyses in Section 5 to control for its potential effect on intertemporal choices.

16WeChat is the most popular online social network and payment platform in China. See, e.g., Chen, Hong
and Zhao (2019) for online experimentation via WeChat.

17This was intended to boost subjects’ confidence in the future payments to minimize the impact of risk
preferences.
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change in cognitive load itself would exert direct influence on subjects’ intertemporal decisions.

We will thus use causal mediation analysis to distinguish the indirect effect mediated by time

perception from the direct effect of cognitive load, and check whether the mediation effect is

significant.

Second, the temporal horizons differ in the TP part and in the TD part. Ideally, it would

be preferable to match the time durations used in the two parts. While economically relevant

intertemporal tradeoffs involve at least temporal delays in the range of days, it is infeasible to

objectively test time perception with reliably incentivized tasks in such ranges in a laboratory.

In practice, we can only elicit time estimates of multiple intervals in the range of seconds and

minutes. Unavoidably, we have to extrapolate our estimates downwards for the time discounting

and upwards for the time perceptions. The modeling of time discounting and time perception

helps us determine the most reliable extrapolations.

5 Experimental Result

In this section, we present the statistical analysis by first summarizing the results of the TP

part and of the TD part, then on the basis of this, we elaborate the causal mediation analyses

conducted to distinguish the causal mediation effect of time perception on time discounting.

5.1 Time perception

Table 2 presents the summary statistics of the TP part. The average filler task performance,

defined as the percentage of filler tasks that were correctly answered in a round, exceeds 80% in

every round, and the performance does not contrast between treatments, implying that the time

limit is long enough for a subject to solve the filler tasks even in the high load treatment; thus, the

perception difference between treatments can be induced by the difference in cognitive busyness

generated by the mental effort inputs required to solve filler tasks. Additionally, on average all

produced time intervals are longer than the intended ones, suggesting that overestimation of

the time occurs exceedingly more than underestimation. It is also noteworthy that, among all

the time estimates produced by the subjects, only approximately 16% are within ±5% of the

real length, indicating that the inaccuracy in time perception is rather common.

To compare the time perceptions of different time intervals, we derive the subjective-to-
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objective (S/O) duration ratio for each subject in each round:

SOis =
pi(τs)

τs

where pi(τs) is the reported time perception of subject i in round s producing time interval

τs with one second as the unit of time. The statistical comparison of the S/O ratio shows

that the reported perceptions in the low load treatment are significantly longer than those in

the high load treatment (Mann-Whitney U test, Z − statistics = 6.486, p − value = 0.0000).

We also probe how the direction of the perceptual bias varies across treatments by dividing the

observations between the overestimated intervals (i.e., SOi(τs) > 1, denoted as OV ERi(τs) = 1)

and the underestimated intervals (i.e., SOi(τs) ≤ 1, denoted as OV ERi(τs) = 0).18 The

comparison between the treatments shows that there are significantly more intervals being

overestimated in the low load treatment than in the high load treatment (Mann-Whitney U

test, Z − statistics = 6.415, p− value = 0.0000).

As the time estimation tasks in the TP part elicit perceived durations in the range of seconds,

whereas the intertemporal choices elicited in the TD part are in the range of days, we need to

extrapolate upwards for the time estimates for temporal horizons to be comparable between

time perception and time discounting. The nonlinear relationships between the magnitude

of a physical stimulus and its perceived strength developed by psychophysicists, for example

the Weber-Fechner law (Fechner, 1860), provide potential solutions. In this paper, we rely on

Steven’s power law to derive the relationship between an individual’s subjective perception of

time and the actual time interval.19 For each individual i, we use the data collected from the

TP part and estimate the parameters ai and bi in the following regression by the nonlinear least

squares (NLS) estimation:

pi(τs) = aiτ
bi
s + εis (5.1)

where s ∈ {1, ..., 10}, τs ∈ {24, 31, 41, 53, 69, 89, 116, 151, 196, 219}, pi(τs) is subject i’s reported

perception for the interval τs, and the error term εis ∼ N(0, σ2). The average âi = 1.728,

and the average b̂i = 0.982. The power model fits the data remarkably well: The average R2

18Strictly speaking, we do not observe any single case of perfect time perception, i.e. SOi(τ) = 1, in our
sample.

19The Weber-Fechner law is an initial human perception modeling that posits a logarithmic relationship between
the actual change in a physical stimlus and the perceived change of it, and Steven’s law generalizes it by positing
a power relationship (Stevens, 1957). The former performs poorly in our data: For the specification pi(τs) =
a′
i log(τs + 1) + εis, the average adjusted R2 is 0.799 and no individual is with an adjusted R2 greater than 0.9.
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is 0.983 and more than 95% of the subjects have an R2 greater than 0.944. While subjects

react similarly steeply to time (with the average âi being 1.738 in the high load treatment

and 1.719 in the low load treatment), subjects in the high load treatment have more concave

perceptions (with the average b̂i = 0.961) than subjects in the low load treatment (with the

average b̂i = 1.002), suggesting that the difference in time perception between treatments tends

to amplify over longer ranges of time.

The validity of the extrapolation exercise relies on the experimental findings in the psy-

chophysics literature. Although experimental studies on human’s duration judgement in units

of hours or days are scarce in the literature, the investigation of time management’s role in time-

based prospective memory and time estimation (Francis-Smythe and Robertson, 1999; Waldum

and McDaniel, 2016), as well as the extended time perception model based on neural networks

developed by Maniadakis and Trahanias (2016), implies that the time perception over both

short and long periods of time are governed by a coherent underlying mechanism.20 Therefore,

the estimated time perception p̂i enables us to check the extrapolated S/O ratio and the time

over-/underestimation bias for longer time intervals, as we describe below.

5.2 Time discounting

We conjecture that there is an identification problem as long as the “time preference” is elicited

through intertemporal decisions. Thus, we employ different time discounting elicitation designs

with different estimation strategies but all depend on intertemporal choices: the MPL design,

the CTB design and the TTO sequence design. All three designs provide the methodologies to

estimate the discount function ϕ̃i for individual i whose discounted utility is evaluated as:

D̃U i(u1 : x1, . . . , um : xm) =

m∑
j=1

ϕ̃i(uj)Ui(xj)

where the time unit for u is a day. We let τ = zu with z = 1
60×60×24 .

For the 47 subjects in the MPL group and the 56 subjects in the CTB group, we estimated

the discount function for each subject. For the 118 subjects in the TTO group, we estimated

the discount functions for each subject using each of the four elicited sequences respectively.

Appendix C presents the estimation details.21

20This notion is also supported by animal studies on time perception of intervals above one day (see, e.g.,
Crystal (2001)’s experiment on rats).

21While, by definition, we estimate ϕ̃i(·) by applying the objective time to explore the causal relationship, the
estimation results to which the subjective time is applied, i.e., ϕi(u) = ϕ̃(pi(u)), and the comparisons between
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Table 3: Distribution of the Individual Parameter Estimates

Mean Median 5th Percentile 95th Percentile
MPL CTB MPL CTB MPL CTB MPL CTB

Daily discount factor: δ̂i 0.997 0.997 0.997 0.997 0.993 0.988 1.000 1.000
Present bias: β̂i 0.977 0.895 1.000 0.945 0.888 0.692 1.084 1.070

CRRA Curvature: α̂i 0.882 0.998 0.451 0.999

The MPL design is the most commonly adopted method in the literature, as it is cognitively

easy for subjects to understand. Following the literature, the quasi-hyperbolic discount function

and the linear utility function are assumed for subjects in the MPL group. The discount factors

δ̂i in our data are close to 1 with an average of 0.997. The present bias estimators β̂i, on

the other hand, exhibit substantial heterogeneity: While the average of β̂i is 0.977, half of the

estimates are above 1, suggesting future bias behavior by some subjects. The estimates we

obtained are reasonably comparable to those of Andreoni, Kuhn and Sprenger (2015) with the

median δ̂i being 0.999 and the median β̂i being 0.995.

The CTB design is a leading alternative that is intended to provide subjects with an oppor-

tunity to smooth payments over time. With the quasi-hyperbolic discount function similarly

assumed, the CTB design further assumes the Constant Relative Risk Aversion (CRRA) pa-

rameter αi to describe the concave utility. The average discount factor δ̂i in our data is 0.997,

the same as in the MPL group and conforming to the estimates in AS. The vast majority of the

α̂i estimates are above 0.83 and below 1, also similar to those in AS. For β̂i, the majority fall

between 0.9 and 1, and the average β̂i is 0.895, smaller than that in AS. The more evident ten-

dency of present bias in our experiment is presumably due to the immediate “today” payments

through WeChat, compared to the out-lab “today” payment with several hours delay in AS’s

experiment. Nevertheless, again, there is a nonnegligible proportion of the estimated β̂i above

1.

Neither the MPL nor the CTB group shows significant difference in parameters between

treatments. The discount function that we use in our analysis to describe subject i’s time

discounting behavior is then calculated as ϕ̃i(u) = β̂iδ̂
u
i .

While it entails parameter estimations to analyze the time discounting decisions using the

first two designs, the TTO sequence design does not rely on a specified discount function that

involves structural estimations for the parameters. Therefore, the discount function elicited in

ϕi(·) and ϕ̃i(·) are presented in Section 5.3.3, which provides suggestive evidence for the involvement of time
perception in time discounting estimation and time preference elicitation.
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the TTO group needs to be studied as a whole. Figure 2 depicts the discount curves for each

sequence. Note that subjects choose the delay instead of the amount of the delayed payment

as in the standard MPL or CTB design; thus, the x-axis values are the median delays, or

willingness to wait, over all subjects for each of the 5 elicited steps in each of the 4 sequences,

while the y-axis values are the discount functions at each step in each sequence fixed across

subjects. In general, we do not observe an apparent pattern of either increasing or decreasing

impatience.

(a) Sequence 1 (b) Sequence 2

(c) Sequence 3 (d) Sequence 4

Figure 2: Discount Curves for the TTO group
Note: The x-axis values are the median delays over the 118 subjects for each of the 5 elicited steps in each of the 4
sequences. The y-axis values are the discount functions for each step in each sequence same across all subjects.

5.3 Analysis

As it is established in the previous section, we summarize each individual i’s time perception by

the parameters (ai, bi) and approximate his/her time discounting by the discount function ϕ̃i.

In this section, we address the primary question in this paper: the causal relationship between

time perception and time discounting.
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5.3.1 Empirical method

Our randomized experiment allow us to investigate the total effect of cognitive load by a straight-

forward estimation of the following linear regression:

Yi = η1 + θ1Ti + ξ1Xi + ε1i (5.2)

where Ti is the treatment dummy that equals 1 if individual i was assigned to the high load

treatment and 0 otherwise, and Xi represents the controls.22

It is considerably more demanding to investigate how and to what extent the observed pa-

tience revealed by intertemporal choices for subjects in the high load treatment can be explained

by the bias in time perception. We conjecture that the indirect effect through time perception

is positive, as the future would be discounted more when it seems to be farther away for people

who have a longer perception of time. Our aim is to decompose the treatment effects of cognitive

load into the direct effect and the indirect effect mediated by time perception. To this end, we

adopt the causal mediation analysis strategy proposed in Imai, Keele, and Tingley (2010) and

Imai, Keele, and Yamamoto (2010).23 We first define the indirect effect, also called the causal

mediation effect, as

Indirect effecti ≡ Yi(t,Mi(1))− Yi(t,Mi(0))

where Mi(1) and Mi(0) are the potential value of the mediator should individual i be assigned

to the high load treatment and the low load treatment respectively. The indirect effect is then

the change in Yi induced by the change in Mi from the low load treatment to the high load

treatment, fixing individual i’s treatment status at t. Because we hold the treatment constant

and change only the mediator, the objective here is to isolate the treatment effect on the outcome

through the mediator. Moreover, by definition, if Mi(1) = Mi(0), namely the treatment has

no effect on the mediator, then there is no indirect effect. We further define the average causal

mediation effect (ACME) as the mean of this value over all individuals. Correspondingly, the
22Note that it is not necessary for the correlation between the treatment and the outcome to be significant (i.e.,

θ̂1 does not need to be statistically distinguishable from 0) or in the same direction for the mediation effect to
exist, because the direct effect and the mediation effect could be in opposite directions (Imai, Keely and Tingley,
2010).

23We choose this estimation strategy because of its advantages in relaxing the no-interaction assumption and
applying to both continuous and discrete mediators, which are important for the statistical analyses of our data,
as will be explained below.
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direct effect of the treatment is defined as:

Direct effecti ≡ Yi(1,Mi(t))− Yi(0,Mi(t))

which encompasses all other mechanisms and captures the treatment effect that is irrelevant to

the mediator. In this sense, the direct effect measure the portion of the treatment effect that

remains after the indirect effect is taken into account. Similarly, the average direct effect is

defined as the expected direct effect over all individuals. The treatment’s total effect is then

naturally given by the sum of its direct and indirect effects Yi(1,Mi(1))− Yi(0,Mi(0)).

As the ACME is of the principal interest in our analysis, we now introduce the strategy

of its identification. Our experimental design with random assignment enables us to estimate

the total effect of the treatment, but it is insufficient to estimate the ACME because although

our data gives the values of Yi(1,Mi(1)) and Yi(0,Mi(0)), the potential outcomes Yi(1,Mi(0))

and Yi(0,Mi(1)) required for the estimation of the ACME are never observable. Therefore to

identify the ACME, following Imai, Keele, and Yamamoto (2010), we impose a set of Sequential

Ignorability (SI) assumption that consists of two sequentially made ignorability assumptions:

SI Assumption 1. Given the baseline characteristics, the treatment assignment is ignor-

able. Formally, this assumption can be written as:

{Yi(t′,m),Mi(t)}⊥Ti | Xi = x.

That is, the treatment assignment is assumed to be statistically independent of potential out-

comes and potential mediators. In the present study, this assumption holds because both

treatments are randomly assigned in our experiment.

SI Assumption 2. Given the observed value of the ignorable treatment and the baseline

characteristics, the mediator is ignorableable. Formally, this statement can be written as:

Yi(t′,m)⊥Mi(t) | Ti = t, Xi = x.

The second assumption requires that there are no omitted variables that simultaneously

influence Mi and Yi, i.e. the mediator is statistically independent of the potential outcome,

once Ti and Xi are accounted for. Put differently, this assumption requires that the mediator

can be regarded as if it were randomized among individuals who share the same treatment
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status and pretreatment confounders. This assumption will be violated if there are unobserved

variables that confound the relationship between the outcome and the mediator variables. The

assumption embodied in SI Assumption 2 is therefore quite strong and thus deserves special

attention. We return to this point later.

In addition to its ease of interpretation, another advantage of making such strong assumption

is that it provides a generalization to valid estimates of the ACME without being tied to specific

statistical models used for the mediator and the outcome. That is, no additional distributional

or functional form assumptions regarding the mediator or outcome variables, e.g., the linearity or

no-interaction assumption, is required for the identification of the ACME. Under the linearity

and the no-interaction assumptions, the ACME can be estimated using the following two-

regression system:

Mi = η2 + θ2Ti + ξ2Xi + ε2i (5.3)

Yi = η3 + θ3Ti + ωMi + ξ3Xi + ε3i. (5.4)

In this simple case, the ACME is delivered by the product of the coefficients θ̂2 · ω̂ estimated

in Eqs. (5.3) and (5.4). The average direct effect is given by θ̂3 from Eq. (5.4). Moreover,

the literature (see, e.g., Judd and Kenny, 1981, Kraemer et al., 2002; Kraemer et al., 2008)

also shows that the no-interaction assumption can be relaxed by replacing Eq. (5.4) with an

alternative specification:

Yi = η′3 + θ′3Ti + ω′Mi + µTiMi + ξ′3Xi + ε′3i. (5.5)

which allows the ACME to depend on the treatment status. The ACME is then delivered by

the product of the coefficients θ̂2 · (ω̂′ + µ̂t), t = 0, 1 using coefficient estimates in Eqs. (5.3)

and (5.5), and the average direct effect is given by θ̂′3 estimated in Eq. (5.5).

In either case, we employ the estimation algorithms proposed by Imai, Keele, and Yamamoto

(2010) to test the statistical significance of the ACME, and the significance of the average direct

effect. The main idea of their algorithm is to obtain the Monte Carlo draws of the potential

outcomes Yi(1,Mi(0)) and Yi(0,Mi(1)) by sampling Mi(t
′) from the selected mediator model,

f(Mi|Ti = t′, Xi = x), and then given this draw of the mediator, sampling Yi(t, Mi(t
′)) from

the outcome model, f(Yi|Ti = t, Mi(t
′), Xi = x). The procedure is maintained regardless of
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statistical models of the mediator and the outcome and thus can accommodate various types of

mediators, outcome variables and relationship models.

Because the identification of the ACME requires a strong assumption of SI, it is important to

understand how our results change for different degrees of violation of it. Mathematically, the SI

assumption implies that the correlation between the error terms ε2i from Eq. (5.3) and ε3i from

Eq. (5.4) (or ε′3i from Eq. (5.5) if the interactive effect is included), denoted as ρ, would be zero.

Conversely, nonzero values of this correlation would imply that SI assumption has been violated.

To quantify the degree to which our empirical findings are robust to a potential violation of the

SI assumption, we performed the sensitivity analysis proposed by Imai, Keele, and Yamamoto

(2010) and Imai, Keele and Tingley (2010). Although the SI assumption cannot be tested

directly (Manski, 2007), the sensitivity analysis allows us to understand how the ACME would

change when SI Assumption 2 is violated to different extents. The results of the sensitivity

analyses are presented following the estimations of the ACME in Section 5.3.2.

5.3.2 Statistical results

Recall that upward extrapolations of the time estimates and downward extrapolations of time

discounting are needed for the temporal horizons to be comparable. However, subjects may be-

have in different manners with respect to their time perception and time discounting dependent

on the horizon due to the potentially nonlinear perception in actual time and the nonexponential

time discount functions. Hence, the rankings of extrapolated time perception and the discount

function could change with the time horizon we focus on. In this respect, we rely on the power

functional form pi(·) for the time estimates and the discount function ϕ̃i(·) and employ the

exercise performed in BCT to determine the time ranges for which the individual estimates can

be steadily ranked.

To find such a range in the time perception data, we performed the following exercise for

the time estimates closely following the procedure in BCT:

Step 1: We evaluated each subject’s estimate of an time interval of length τv (i.e., p̂i(τv) =

âiτ
b̂i
v ) and then ranked all subjects by their time estimates.

Step 2: We repeated Step 1 for another interval of length τv′ .

Step 3: We checked by how many positions this ranking changed between τv and τv′ .

As a result, 46% of the subjects’ rankings changed by more than 11 positions (5% of all

subjects) between 657 seconds (three times the longest interval estimated by our subjects) and
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1 hour. Then, it dropped to 33% between 1 hour and 6 hours, to 6% between 6 hours and 12

hours and to 0% thereafter. Overall, the ranking of the time perceptions between subjects can

be reasonably preserved for intervals above 6 hours, and with extreme stability for intervals

above 12 hours.

We similarly determine the time intervals for which we can stably rank subjects by their

time discounting. We evaluated for each subject the value of the discount function ϕ̃i(u) at

different u: 1 hour, 6 hours, 12 hours, 18 hours, 1 day and 7 days. Then group by group, we

ordered our subjects from the maximum to the minimum in terms of their discount functions

at each of these time points. We found that 6% of the subjects changed ranks by more than

5% of the positions (i.e., ranks changed by more than 2 for subjects in the MPL group, 3 in

the CTB group and 6 positions in the TTO group) between 1 day and 7 days, which drops to

0.8% between 12 hours and 1 day, and no rank is changed between any of the shorter intervals.

We then decided that the ranking of subjects’ time discounting is stable for all horizons, but

preserve extreme steadiness for intervals below 1 day.

In conclusion, this exercise suggests that the time perception and the time discounting of

our subjects acquire reasonably consistent rankings for intervals between 12 hours and 1 day.

Table 4: Non-parametric comparisons of the time estimates

Dependent variable: u = 0.5 u = 1

ŜOi(u) ˆOV ERi(u) ŜOi(u) ˆOV ERi(u)

Z − statistics 2.693*** 2.686*** 2.461** 2.597***
Notes:
1) Mann-Whitney U tests are performed to compare the dependent variables.
2) ŜOi(u) is the extrapolated S/O ratio of u day(s). ˆOV ERi(u) equals 1 if subject i over-
estimates u day(s) and 0 otherwise.
3) Z − statistics are calculated based on the comparison between Ti = 1 for the high load
treatment and 0 for others, so Z − statistics > 0 indicates a smaller value of the dependent
variable for the high load treatment.
4) *, **, *** denote significance at the 0.1, 0.05 and 0.01 level.

We now follow the steps required in Section 5.3.1 to identify the ACME. We first check

relationship between the treatment and the potential mediators, i.e., the extrapolated S/O

ratios, denoted as ŜOi(u) measuring the perceived time length, and the corresponding time

overestimation, denoted as ˆOV ERi(u) measuring the direction of the perceptual bias.24 The

24More precisely, the extrapolated S/O ratio is defined such that ŜOi(u) =
ˆ̃aiu

b̂i

u
, where ˆ̃ai = â · zb̂i−1 with z

being the unit multiplier defined in Section 5.2 and âi and b̂i being the time perception parameters estimated in
Eq. (5.1). Time overestimation is then defined such that ˆOV ERi(u) = 1 if ŜOi(u) > 1 and 0 otherwise. Again,
we do not observe perfect time perception, i.e., ŜOi(u) = 1, in our sample.
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nonparametric comparisons displayed in Table 4 show the significant difference in subject’s

time perception between treatments. In the formal investigation of the treatment effect, we run

the regressions according to Eq. (5.3) of which the results, presented in Table 5, resemble the

findings: The effects of the treatment are significant in terms of both the S/O ratio and the time

overestimation. Specifically, the S/O ratios are significantly smaller in the high load treatment,

indicating shorter time perceptions in the high load treatment than in the low load treatment.

Moreover, subjects in the high load treatment are significantly more likely to underestimate

time than subjects in the low load treatment. in

Table 5: Regression analyses of the time estimates

u = 0.5 u = 1

ŜOi(u) ˆOV ERi(u) ŜOi(u) ˆOV ERi(u)

(1) (2) (3) (4)

Ti
-.7302** -.6675** -.9510** -.7053**
(.3177) (.2765) (.4407) (.2765)

R2 .0232 .0222 .0207 .0242
Notes:
1) Heteroskedasticity robust standard error in parentheses.
2) Column (1) and (2) use OLS regressions. Column (3) and (4) use
logistic regressions.
3) Ti = 1 for high load treatment and 0 otherwise. ŜOi(u) is the extra-
polated S/O ratio of u day(s). ˆOV ERi(u) equals 1 if subject i over-
estimates u day(s) and 0 otherwise.
4) The average performance of the filler tasks is controlled for.
5) *, **, *** denote significance at the 0.1, 0.05 and 0.01 level.

Along with the comparison results of the reported perceptions we present in Section 5.1, the

evidence supports Hypothesis 1:

Result 1: Subjects’ time perceptions are significantly longer in the low load treatment than

in the high load treatment.

Result 1 shows that subjects’ cognitive load strongly affects their time perception and is thus

qualified to serve its instrumental purpose of manipulation. The significant differences in the

time estimates between treatments verify that our intention to use cognitive load to manipulate

time perception is successful.

Having demonstrated the significant effect of the treatment on the potential mediator, we

then examine the treatment effect on the outcome variables according to Eqs. (5.2), (5.4) and

(5.5). Table 6 presents the regression analyses of the time discounting, in which Columns (1) -

(5) present results for the interval of 12 hours, and Columns (6) - (10) present those for 1 day.

26



The total effect is insignificant, as suggested by the coefficients of Ti in Columns (1) and

(6). Then we include the mediators for which we consider two candidates. Columns (2) and (7)

regard the S/O ratio as the first candidate and show that the correlations between the S/O ratio

and the discount function are negative with marginal significance. Columns (3) and (8) further

include the interaction terms and show that such negative correlations are significantly affected

by the treatment, as suggested by the coefficients of the interaction term ŜOi(u) · Ti. The

negative correlation remains significant in the high load treatment (in which the experimental

condition is identical to that in BCT) but barely exists in the low load treatment. The results

suggest that time perception and time discounting are negatively associated, as observed in

the literature including BCT. However, such associations might be vulnerable: They could be

weakened by a change in the cognitive load.25

Result 2a: While in general the perceived time length and time discounting are negatively

correlated, the negative correlation is significantly weakened by lowering the cognitive load.

To consider the second candidate, we replace ŜOi(u) with the discrete variable ˆOV ERi(u).

Columns (4) and (9) show that the negative correlations between time overestimation and

time discounting are substantial. Moreover, Columns (5) and (10) suggest that the treatment

exerts no significant influence on the correlations. The correlations are in general significant in

both treatments although weaker in the low load treatment, as indicated by the coefficients of
ˆOV ERi(u), representing the impact of time overestimation in the low load treatment, and the

coefficients of ˆOV ERi(u)+ ˆOV ERi(u) ·Ti, representing the impact in the high load treatment.

This implies that an upward (downward) bias in time perception would consistently lead to

higher (lower) discounts of the future in subjects’ intertemporal choices.

Result 2b: Subjects who overestimate time discount the future significantly more than those

who underestimate time.

The treatment difference notwithstanding, the evidence supports there being a significant

association between time perception and time discounting. Therefore the treatment effect of

cognitive load on time perception observed in Result 1 can be passed on to subjects’ intertempo-

ral decisions. We also note that the negative treatment effect indicated by the coefficients of Ti

becomes positive from Columns (1) to (3) and (6) to (8), and the size of the coefficient decreases
25As a potential explanation, we find by regressing ϕ̃i on log ŜOi that the negative correlation between the S/O

ratio and the discount function is marginally diminishing as the perceived length of time increases. The result
helps explicate the unstable correlations in Columns (3) and (8) of Table 6: As subjects tend to overestimate time
in the low load treatment, the negative correlation is weakened as the perceived future becomes more distant.
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from Columns (4) to (5) and (9) to (10), providing suggestive evidence for the existence of a

positive mediation effect.

Having demonstrated the substantial treatment effect on time perception and the salient

correlation between time perception and time discounting, in the following, we focus on exploring

the direction and the magnitude of the mediation effect. We present the results of the causal

mediation analyses in Table 7, displaying the estimates of the ACMEs, the direct effects and the

proportions of the total effect mediated. As discussed above, we employ the estimation strategy

proposed by Imai, Keely and Tingley (2010) because their approach relaxes the no-interaction

assumption and accommodates both continuous and discrete mediators.

Recall that, in general, the correlation between the perceived time length and the time

discounting lacks consistency across treatments. Thus, unsurprisingly, in Columns (1) and (5),

we find that the S/O ratio does not serve as a mediator when no interactive effect is considered,

although consistent with Hypothesis 3, the ACMEs are positive. When the interactive effects are

accounted for, in Columns (2) and (6), we observe positive and statistically significant ACMEs

in the high load treatment. Since the direct effects are negative, the mediators offset them

by over 100% in the high load treatment. However, the significant pattern does not persist

to the low load treatment according to Columns (3) and (7). The average mediation effects

across treatments are significant due to the considerable size of the effect found in the high load

treatment, suggesting that on average, the perceived time length mediates a nontrivial part of

the impact of the cognitive load treatment on time discounting behavior.

As no treatment difference is observed in the correlation between time overestimation and

time discounting according to Table 6, we confine the mediation analyses to the no-interaction

condition when ˆOV ERi(u) is regarded as the mediator variable. According to Columns (4) and

(8), the ACMEs are significant and positive as we conjectured, and they offset approximately

one-third of the negative direct effect. The patterns in our data suggest that a notable share of

the impact of the cognitive load treatment on the intertemporal choices is channeled through

the over-/underestimation of time.

Result 3: a) A shorter time perception induced by high cognitive load increases the ob-

served patience revealed by intertemporal choices. b) Time over-/underestimation induced by

the cognitive load treatment reduces/increases the observed patience revealed by intertemporal

choices.
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Ŝ
O

i
(u
)

ˆ
O
V
E
R

i
(u
)

Ŝ
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Result 3 elucidates the causal mechanisms between time perception and time discounting:

Subjects with a shorter perceived time or downward bias in time perception caused by the high

cognitive load are more prone to delay a reward, manifesting signs of severer impatience. This

supports our conjecture that the time perception is at least partly responsible for the intertem-

poral decisions made in time preference elicitation tasks. If there is bias in the perception, the

reported choices (partly) driven by the misperception cannot completely represent the actual

preference.

While the mediation effects are positive, the direct and the total effect are negative, albeit

mostly insignificant. Our results show that although higher cognitive load reduces impatience

by shortening the perceived time length, as the direct effect is in the opposite direction, the total

effect it produces on intertemporal choices is minor. A potential explanation for the negative

direct effect is that high cognitive load reduces the willpower of a subject, which provokes a loss

of self-control and thus increases the observed impatience (Loewenstein, Read and Baumeister,

2003; Ozdenoren, Salant and Silverman, 2012). This possibly cancels out the positive effect

associated with time perception, resulting in the insignificant or ambiguous total effect found

in our data and in the literature.

Result 4: In general, changing cognitive load does not significantly influence the observed

time discounting behaviors.

Sensitivity analysis. Still and all, as explained in Section 5.3.1, the validity of our findings

relies on the SI assumption that requires the mediators to be ignorable, conditional on the

treatment and the baseline characteristics. If any unobservable factors correlate with both time

perception (the mediator) and time discounting (the outcome), this assumption on the mediator

is violated and the estimated ACMEs will be confounded. To understand the robustness of our

results to such biases, we conduct the sensitivity analyses. The goal of the sensitivity analyses

is to quantify the degree to which the key identification assumption must be violated for the

original conclusion to be reversed. Under SI, the correlation between the error terms of the

regression of the mediator on the treatment and of the regression of the outcomes variable on

the treatment and the mediator, denoted by ρ ≡ corr(ε2i, ε3i) (or ρ ≡ corr(ε2i, ε
′
3i) if interactive

effect is included), is zero. The question asked here is how large ρ must be to drive the mediation

effect to zero, and we answer it by expressing the ACME as a function of ρ. The results from this

exercise are shown in Figure 3, where we plot the ACME vs. ρ for different mediators (Figure
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3a uses ŜOi(0.5) as the mediator and Figure 3b uses ŜOi(1), both with the interactive effect

included; Figure 3c uses ˆOV ERi(0.5) as the mediator and Figure 3d uses ˆOV ERi(1)). The

curves represent the estimations of the ACME, while the shaded areas show the bootstrapped

95% confidence intervals. In Figure 3, we see that our ACME estimates appear to be somewhat

sensitive to the changes in ρ, as the curves are not sufficiently flat. In addition, the values of ρ

to cancel out the ACMEs are quite different between different mediator variables: Those for the

S/O ratios are approximately -0.02, whereas those for time overestimation are approximately

-0.2. The robustness our results regarding sensitivity should therefore be kept in mind.

(a) S/O ratio of 12 hours with interaction effect (b) S/O ratio of 1 day with interaction effect

(c) Time overestimation of 12 hours (d) Time overestimation of 1 day

Figure 3: Sensitivity Analysis
Notes:
1. The curve represent the estimated ACME for the given mediator and for different values of ρ, while the shaded area
represents the 95% confidence interval.
2. For Figure 3a and 3b, ρ is defined as the correlation between the error terms in Eqs. (5.3) and 5.4. For 3c and 3d, ρ is
defined as the correlation between the error terms in Eqs. (5.3) and (5.5).
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6 Conclusion

The essential goal of this study is to distinguish the two driving forces behind intertemporal

tradeoffs: time preference and time perception. Therefore in this paper, we explore the rela-

tionship between time perception and intertemporal choices in a randomly assigned laboratory

experiment, using cognitive load as an manipulation instrument to induce differences in time

perception between treatments. By differentiating the cognitive load across treatments, we find

that time perception is successfully manipulated by the negative impact of the treatment. Sub-

sequently, a negative correlation of time perception and time discounting is observed: Subjects

with subjectively shorter perceptions of time and those who underestimate time in general value

the future reward more. The mediation analyses further imply a positive causal mediation effect

of time perception on intertemporal choices: An upward (downward) bias of the time perception

reduces (increases) the observed patience revealed by the discounting choices. Therefore, when

the time perception is inaccurate, the time discounting estimated from the revealed intertem-

poral choices could deviate from the actual time preference, implying a potential identification

problem for time preference. Relying solely on intertemporal decisions thus might be a beneficial

yet incomplete measure to understand time preference.

Furthermore, isolating time perception from time preference may help unveil the underly-

ing process of individuals’ delay discounting, advancing our understanding of some behavioral

“anomalies” and paradoxical discoveries in the time preference literature in relation to life ex-

pectancy and health-related behaviors (Banks, Blundell and Tanner, 1998; Khwaja, Silverman

and Sloan, 2007; Chabris et al. 2008).

More importantly, our results shed light on the design of policy intended to improve the

suboptimal time-related decisions in practice. Suboptimal time discounting has been accused of

contributing to a broad range of societal problems that lead to inefficiencies such as a low savings

rate or a low corporate investment rate (Loewenstein and Elster, 1992). Policies targeting

the preference would be difficult to implement or ineffective since preferences are commonly

considered entrenched and relatively difficult to influence. Fortunately, Brocas, Carillo and

Tarrasó (2018b) find that despite their misperceptions, people have correct self-assessments

of their perceptual biases. Therefore, with time perception being one of the driving forces

of intertemporal decisions, policy makers may consider providing informational interventions

during the intertemporal decision making process that aid the formation of a more objective
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time perception. While Alice in Section 3 acts as if she is more impatient than Bob, this

is not necessarily true. If systematic estimation of Alice’s time perception confirms that her

overestimation of time is behind her “impatient” choices, then proper policies targeting the

biased time perception may be effective in improving her consumption, saving and other time-

related decisions. While we take an initial step in identifying the gap between people’s time

preference and intertemporal decisions, we leave the ambitious project of developing creative

methods to estimate time preference and reassessing time-related decisions in practice for future

research.
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Appendix of “How time flies!”

A Instructions

Welcome to the experiment. This instruction helps you understand the experiment. The final

payment for your participation will depend on how well you perform in the experiment; thus,

please read the instructions carefully.

There will be two parts in the experiment. Part I involves your estimating a period of time,

as instructed below. Part II asks you to choose between two options in a series of questions

according to your preference, the instruction for which will be provided to you after you finish

Part I. In both parts, your payment will depend on your corresponding decisions.

Your Tasks

In general, you have two parts of tasks to complete simultaneously: 1) the time estimation

task, and 2) a series of filler tasks.

I. Time estimation task

In each round of the experiment, you will be asked to produce a time interval. You will

be informed of the interval t seconds at the beginning of each round. The value of t will be

changed in each round.

You will produce the time interval by controlling the stopwatch using the START and the

STOP buttons on the screen: When you are ready to estimate the time interval, you may press

the START button to activate the stopwatch; then there will be a STOP button at the right

bottom of the screen. Press the STOP button as soon as you believe t seconds are up, and

the stopwatch will be deactivated immediately. The duration between your click of the STOP

button and of the START button will be your estimation of the time interval t seconds.

II. Filler tasks

You will be given a series of filler tasks while estimating the time interval.
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Here is an example of the filler task. The names of the rows and columns as well as the

phrasing of which cell to click on will change from task to task. By clicking the button in each

cell, your answer will be recorded. If you want to change your answer, simply click on the new

cell you want to change to, and the recorded answer will be replaced by the new one.

The filler tasks will be shown one on each page. At the beginning of each filler task, the

computer will randomly determine a time limit p seconds, which you will not be informed of.

You will need to complete each filler task within p seconds, and failure to complete it will be

counted as an incorrect answer. You will not be able to skip a task before p seconds, regardless

of your completion of the task. After p seconds are up, you will be automatically directed to

the next task page. The value of p is independently and randomly determined for each filler

task, which means that the time limits for you to complete different tasks can be different.

Rundown of the Experiment

1. At the beginning of each round, you will be informed of the time interval (t seconds) to

produce in this round. You may press the START button to activate the stopwatch when you

are ready.

2. The first filler task will be shown right after you press the START button. You have p

seconds to complete the task, for which the value of p is randomly determined the moment you

enter this task page. The next filler task will automatically be shown to you after p seconds,

and value of p will be redetermined when you enter the next task page.

3. There will be a STOP button on the right bottom corner of the screen during the filler

tasks. You will need to press the STOP button to deactivate the stopwatch, whenever you feel

that t seconds have passed since the START button is pressed. Then the duration between your
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click of the STOP button and of the START button will be your estimation.

4. When the STOP button is clicked, this round of the study is finished, and the ongoing

filler task will not be counted when calculating your final payment, even if you have clicked on

the cell(s). After clicking the STOP button, you will be directed to the next round with a new

interval t seconds to produce.

5. There will be 1 practice round at the beginning, followed by 10 official rounds. The

practice round will be the same as the official rounds, except that it has no chance to be

selected to calculate your payment.

6. The history of your estimations of time and your results for the filler tasks will be provided

at the end of the whole experiment only. One of the 10 official rounds will then be randomly

selected to calculate your final payment, which will also be shown to you on the final page.

7. Part I and Part II proceed independently for each participant. Upon the completion of

Part II, the final page of the whole experiment will determine your payment. You will be asked

to sign your name to acknowledge the receipt of your cash payment. You are then free to leave

after collecting the payment.

Your Payment

Your payment includes two components: 1) Payment for Part I; and 2) Payment for Part

II.

Regarding your payment for Part I, we will randomly select 1 out of 10 official rounds to

calculate it, with each round being equally likely to be selected, therefore it is your best interest

to take every official round seriously.

Your final payment for Part I depends on 1) your accuracy on the time estimation task

and 2) your performance on the filler tasks in the selected round. For the selected round, you

earn money only if at least 80% of the filler tasks in this round are correctly answered. Then

you will be paid HK$120 if the estimation is within ±5% of the real length of the interval t

seconds, HK$60 if it is within ±10% and HK$30 if it is within ±20%. If less than 80% of the

filler tasks are correctly answered, or your estimation is strictly out of ±20% of the real length

of the interval t seconds, you will not earn anything in this case.

Formally, following is the formula used to calculate your payoff (in HK$):

Your payoff = Ifiller ×Aest × 120

3



where

• est = the duration (in seconds) between your click of the STOP button and of the START

button in the selected round;

• Ifiller =


1 if 80% or more filler tasks in the selected round are correctly answered

0 if less than 80% filler tasks in the selected round are correctly answered

• Aest =



1 if |est−t|
t ≤ 5%

0.5 if 5% < |est−t|
t ≤ 10%

0.25 if 10% < |est−t|
t ≤ 20%

0 if |est−t|
t > 20%

.

Comprehension Quiz

True or False:

1. The number of the filler tasks that I complete in a round depends on the time limit for

each of the tasks determined by the computer, and my estimation of the time interval of the

round.

2. I cannot use the number of filler tasks that I have completed in this round to calculate

the time that has passed.

3. When I feel that t seconds are up, I need to click the STOP button right away even if I

haven’t finished the ongoing filler task.

4. I can use the information provided regarding my estimation in previous rounds to improve

my accuracy in later rounds.

5. I don’t need to wait for others to proceed to the next round of time estimation task, or

to start Part II.

Administration

Your decisions as well as your cash payment will be kept completely confidential. From this

point onwards, please turn off your mobile phone or any other electronic devices, and refrain

from talking to any other participants during the experiment.

If you have any questions, please raise your hand now. We will answer questions individually.

If there are no questions, we will begin with the experiment.
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B Screenshots of the z-tree program

B.1 Screenshots of the TP task

5



B.2 Screenshots of the TD task

B.2.1 Multiple price list task
 

 A 明天 B 31天后 

1  ￥100  ￥100 

2  ￥100  ￥103 

3  ￥100  ￥106 

4  ￥100  ￥109 

5  ￥100  ￥112 

6  ￥100  ￥115 

7  ￥100  ￥118 

8  ￥100  ￥121 

9  ￥100  ￥124 

10  ￥100  ￥127 

11  ￥100  ￥130 

12  ￥100  ￥133 

13  ￥100  ￥136 

14  ￥100  ￥139 

15  ￥100  ￥142 

 A 90天后 B 121天后 

16  ￥100  ￥100 

17  ￥100  ￥103 

18  ￥100  ￥106 

19  ￥100  ￥109 

20  ￥100  ￥112 

21  ￥100  ￥115 

22  ￥100  ￥118 

23  ￥100  ￥121 

24  ￥100  ￥124 

25  ￥100  ￥127 

26  ￥100  ￥130 

27  ￥100  ￥133 

28  ￥100  ￥136 

29  ￥100  ￥139 

30  ￥100  ￥142 

Քॠ
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B.2.2 Convex time budget task

B.2.3 Time-tradeoff sequence task
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C Details of time discounting estimations

C.1 Multiple price list method

The time discount function are elicited from comparisons between their tradeoffs in a proximal

task (today versus 31 days later) and a distal task (90 days versus 121 days later). The ratio

of the earlier payment to the future payment (defined as the average value of the amount in

Option B at the switch point, where subjects’ choices switch from Option A to Option B, and

the amount in Option B right before the switch point) in distal task delivers normal discount

factor δ, while the ratio of two values in proximal task delivers the near term discount factor

βδ. The ratio of two discount factors elicits the present bias parameter β.

C.2 Convex time budget method

The TD part in the CTB group asked subject i to chooses at time u to allocate a budget d

between consumption xu at time u and consumption xu+k at time u+ k. Then

(1 + r)xu + xu+k = d (C.1)

where (1 + r) is the gross interest rate. Then the discounted utility at time 0 is:

D̃U(u : xu, u+ k : xu+k) = ϕ̃(u)U(xu) + ϕ̃(u+ k)U(xu+k) (C.2)

where U(xu) and U(xu+k) are the instant utility at time u and u+ k respectively. The instant

utility is assumed to be a CRRA utility, so:

U(xu) =
1

α
xαu

where α > 0 is the curvature parameter.

Following the practice in AS, we focus our attention to the quasi-hyperbolic discount func-

tions with the following form:

ϕ̃(u) =


βδu u > 0

1 u = 0

where β is the time inconsistency parameter and δ ∈ (0, 1) is the one period discount. By
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maximizing Eq. (C.2) subject to Eq. (C.1), the optimal consumption is:

xu =


(δk(1+r))

( 1
α−1 )

d

(1+(1+r)(δk(1 + r))
( 1
α−1

)
u > 0

(βδk(1+r))
( 1
α−1 )

d

(1+(1+r)(βδk(1+r))(
1

α−1
)

u = 0

(C.3)

With Eq. (C.3), we can now fit the model to the 45 data points for each individual by the

NLS approach to estimate the parameter α, β and δ.

C.3 Time-tradeoff sequence method

In the TTO group, subject i were asked to choose switch points that implied the indifference

in Eq. (4.1) in the TD part. For the parameters in consecutive steps, the questions in one step

were adapted to the selection in the previous step. For example, suppose in step 1, the switching

point was reported to be ũ1, then the indifference point elicited would be u1 = ũ1 − 1
2 , and the

sooner time point in step 2 was then rounded to ũ1 because we only presented integer unit of

days to subjects. This would cause the indifference point to be overestimated by 1
2 + 1

2 = 1, so

we corrected the underestimation by letting u2 = ũ2 − 1, which was an integer thus would be

used as the sooner time point in step 3. Therefore, we corrected for roundings by calculating

the indifference point such that un = ũn − 1
2 if n = 1, 3, 5 and un = ũn − 1 if n = 2, 4. Then

following ABRW, in order to estimate the discount function ϕ̃(u) such that

D̃U(u1 : x1, . . . , um : xm) =

m∑
i=1

ϕ̃(ui)U(xi)

for a TTO sequence, we have:

ϕ̃(u0)

ϕ̃(u1)
=

ϕ̃(u1)

ϕ̃(u2)
= . . . =

ϕ̃(un−1)

ϕ̃(un)
=

U(γ)

U(κ)

Hence,

ln(ϕ̃(u0))− ln(ϕ̃(u1)) = ln(ϕ̃(u1))− ln(ϕ̃(u2)) = . . . = ln(ϕ̃(un−1))− ln(ϕ̃(un))

that is, a TTO sequence is equally spaced in ln(ϕ̃) units. We then are able to construct a

9



normalized TTO curve as follows:

λ(u) =
ln(ϕ̃(u))− l

q
, with l = ln(ϕ̃(un)) and q = ln(ϕ̃(u0))− ln(ϕ̃(un))

By this construction, we have λ = 1 at u0 and 0 at un, with λ(uj−1) − λ(uj) = 1/n. Here

in our study, n = 5 throughout as we elicit subjects’ time preference up to 5 steps. Figure C.1

depicts the TTO curve constructed using the median of λ for Sequence IV observed in the low

load treatment.

Figure C.1: TTO Curve of Sequence IV in the Low Load Treatment
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We calculate q by assuming linear utility26, so

q =
ln(U(γ)/U(κ))

λ(t0)− λ(t1)
= n · ln(U(γ)/U(κ))

where n is the total steps in the elicitation task. Then, the discounting function is calculated

as:

ϕ̃(t) = eq·λ(t)+l

where l can be chosen arbitrarily without affecting the preference.

26While linear utility is assumed mostly in the literature, we also try the alternative concave utility assumption
by assuming the constant relative risk-aversion (CRRA) parameter to be 0.88, the average value of α̂i estimated
from the CTB group. The main results are generally the same.
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D Additional analyses

D.1 Discounting against subjective time.

We have demonstrated that individual i’s time perception can be well summarized by pi(τ) =

aiτ
bi in Section 5.1 and individual i’s discount function by ϕ̃i(u) in Section 5.2. In this section,

we will perform proper estimations of time discounting while explicitly accounting for the in-

dividual heterogeneity in time perception. To this end, we map perceived time onto discount

functions by explicitly estimating the discount functions using individual subjective, rather than

objective, time such that ϕi(τ) = ϕ̃i(pi(τ)). More precisely, for subjects in the MPL and the

CTB groups, the discount function is given by:

ϕi(τ) = β′
iδ̃

′ai(τ)bi
i (D.1)

where the time unit for τ is a second, meaning that δ̃′i can be interpreted as the discount per

second. By setting δ′i ≡ δ̃′z
bi

i where z = τ
u , we may then rewrite Eq. (D.1) as follows:

ϕi(u) = β′
iδ

′
i
ai(u)

bi (D.2)

using one day as the time unit for u.

Table D.1: Discounting, Present Bias, and Curvature Parameter Estimates

Mean Median 5th Percentile 95th Percentile
MPL CTB MPL CTB MPL CTB MPL CTB

Daily discount factor: δ̂′i 0.997 0.998 0.998 0.999 0.994 0.992 1.000 1.000
Present bias: β̂′

i 0.977 0.893 1.000 0.945 0.888 0.692 1.084 1.071
CRRA Curvature: α̂′

i 0.879 0.948 0.381 1.000

For the estimates to be comparable with those in Table 3, instead of estimating all 5 pa-

rameters, we import the time perception parameters âi and b̂i estimated in Section 5.1 and

estimate the remaining three parameters (β̂′
i, δ̂′i α̂′

i) as we did in Section 5.2. Table D.1 summa-

rizes the distributions of the new estimators, which are extremely similar to those in Table 3.

We also find that β̂i and β̂′
i are positively correlated (pairwise correlation coefficient = 0.9997,

p − value = 0.0000 with 103 observations) as are α̂i and α̂′
i (pairwise correlation coefficient =

0.9990, p− value = 0.0000 with 56 observations). δ̂i and δ̂′i are also tightly correlated, but with

slightly lesser extent (pairwise correlation coefficient = 0.8751, p − value = 0.0000 with 103
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observations). This is not surprising, as δ̂′i, by definition, depends on the perception parameter

b̂i is now applied to subjective time and therefore adjusted for the individuals’ perception biases.

Since such biases have less effect on people’s feelings about the present and future, their effect

on the present-bias tendency represented by β̂′
i should be inconspicuous.27 More interesting,

when we examine the structural estimations in the CTB group, both the AIC and the BIC are

lower for the new model than the initial model (average AIC = 281.76 for the new model and

average AIC = 293.12 for the initial model; average BIC = 287.11 for the new model and

average BIC = 298.48 for the initial model), suggesting that the new model performs better

than the initial model. This result supports the notion that the information regarding time

perception is useful for understanding people’s intertemporal decisions.

(a) Sequence 1 (b) Sequence 2

(c) Sequence 3 (d) Sequence 4

Figure D.2: Discount Curves for the TTO group: Comparing the New and Initial Models
Note: The x-axis values are the median delays over the 118 subjects for each of the 5 elicited steps in each sequence. The
y-axis values are the discount functions for each step in each sequence same across all subjects.

As intertemporal discounting observed in the TTO group cannot be compared between

subjective time and objective time using parameters, we provide a figure as in Section 5.2

to roughly illustrate the discounting pattern. Figure D.2 shows that because subjects tend
27In fact, the derivation of β̂′

i for subjects in the MPL group does not rely on the time span at all.
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to overestimate time, when subjective time is accounted for, the discount curves for the new

models (i.e., the curves for ϕi(·)) are generally above those for the initial model (i.e., the curves

for ϕ̃i(·)), implying that people are actually more patient than they appear to be. However,

as the curves only display the median values over all subjects in the TTO group, the large

heterogeneity in time perception across individuals is always worth attention.

In summary, the main information from this exercise is that models reflecting the impact

of time perception on intertemporal valuations are plausible. While the standard model based

on objective duration is a reasonable approximation, the new model provides more complete

information about an individual’s time preference than the initial model.

D.2 Robustness to a stricter definition of time overestimation.

In the discussion above, we investigated whether and how time overestimation bias affect sub-

jects’ intertemporal decisions by dividing our sample between those who overestimate time

and those who underestimate it according to the extrapolated time estimates. A possible is-

sue regarding such a classification is that for the extrapolated time estimates that are in the

neighborhood of the objective time points, a small measurement error or disturbance in the

estimation would lead to the contrary mediator, as the assignment of over- or underestimation

of time is binary but the time estimates are continuous.

To avoid this potential problem, we use a stricter definition and consider only the obser-

vations for which the absolute perceptual bias is above 20% (i.e., time overestimation is now

defined such that ˆOV ERi(u) = 1 if ŜOi(u)−1 > 0.2, and ˆOV ERi(u) = 0 if ŜOi(u)−1 < −0.2);

58 observations are dropped as a result. The results in Table D.2 that reports the statistical anal-

yses for the subsample conform with those in the previous subsection for the full sample: Time

overestimation induced by low cognitive load decreases in the valuation of the delayed reward.

Despite a modest reduction in significance, the correlations among the treatment, the mediator

and the outcome variables as well as the positive mediation effects are preserved. The results

suggest that the substantive conclusion drawn from the mediation analyses using ˆOV ERi(u) as

the mediator variable is robust to a stricter definition of time over-/underestimation.
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Table D.2: Analyses on the Subsample with a Stricter Definition of Time Overestimation

u = 0.5 u = 1

Panel A. Regressions of the mediator variable: ˆOV ERi(u)

Ti
-.9133** -1.1626**
(.4157) (.5628)

R2 0.0275 0.0236
Panel B. Regressions of the outcome variables: ϕ̃i(u)

Ti
-.0312* -.0353* -.0290 -.0326*
(.0188) (.0193) (.0185) (.0189)

ˆOV ERi(u)
-.0046** -.0032**
(.0023) (.0015)

R2 0.1182 0.1279 0.1016 0.1103
Panel C. Results of the mediation analyses

ACME .0040* .0036*
[-.0005, .0105] [-.0004, .0094]

Direct effect -.0341 -.0315
[-.0718, .0046] [-.0683, .0064]

Total effect -.0301 -.0279
[-.0674, .0071] [-.0645, .0090]

% of total effect mediated -13.29% -12.90%
Notes:
1) ˆOV ERi(u) equals 1 (0) if subject i overestimates (underestimate) u day(s) by 20% or above.
Ti = 1 for high load treatment and 0 otherwise. ϕ̃i(u) is the estimated discount function of u day(s).
2) For Panel A and B, coefficient estimates are presented with standard deviations in parentheses.
3) For Panel C, point estimators are presented with 95% confidence intervals in brackets. The
algorithm proposed in Imai, Keele and Tingley (2010) is employed. Hicks and Tingley (2010)’s
STATA package is implemented to perform the estimation. The point estimators do not equal
exactly to the coefficient products because nonlinear regressions are involved.
4) Errors are clustered at the individual level. The fixed effects of different time preference
elicitation methods are included. The average performance of the filler tasks and the currency
difference are controlled for.
5) Weighted regressions are performed so that each individual is equally weighted despite the
different amount of observations in different groups.
6) *, **, *** denote significance at the 0.1, 0.05 and 0.01 level.

D.3 Comparing across different time discounting elicitation methods.

We adopted three time discounting elicitation methods well-established in the literature to pre-

vent the results from being dependent on the setting of a specific experimental design. In the

above analyses, we include the fixed effects to control for the differences caused by the exper-

imental and estimation methods. While the pooled results suggest that in general a positive

and significant mediation effect does exist, in this section, we perform the following analyses

to investigate whether and how such effect maintains across the three elicitation methods. As

the MPL and CTB groups have insufficient sample sizes, and thus do not allow us to conclude

valid statistical results from separated analyses, we include the interactive effects between the

14



mediators and the time discounting elicitation methods in the pooled analyses to reach this

goal.

Table D.3 and D.4 presents the results of analyses in which the interactive effects with time

discounting elicitation methods are involved. Panel A repeats the results presented in Table 5

and Column (1) and (3) in Panel B repeats that in Table 6. Column (2) and (4) in Panel B

include the interactive effect of time overestimation with different time discounting elicitation

methods. As the main analyses already show that the mediation effect does not preserve in

the low load treatment when the S/O ratio serves as the mediator variable, we focus on Table

D.3 in which time overestimation is regarded as the mediator, which shows that while the

significance of the effect is rather close between the MPL and the TTO group, suggested by

both the insignificant coefficient of ˆOV ERi(u) ·TTO in Panel B and the results in Panel C, the

bias in the time perception seems to have the strongest effects on the discounting behaviors of

subjects in the CTB group.28 Nevertheless, the results of the mediation analyses displayed in

Panel C imply that though weaker, the positive mediation effects maintain at least marginal

significances in all three groups.
28A possible explanation is the experimental design: the MPL and the TTO share the similar design of choosing

between two options, whereas subjects in the CTB group need to allocate a budget to smooth the payment between
sooner and later.
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Table D.3: Mediation Effects under Different Time Discounting Elicitation Methods

u = 0.5 u = 1

Panel A. Regressions of the mediator variable: ˆOV ERi(u)

(1) (2)

Ti

-.6675** -.7053**
(.2765) (.2765)

R2 .0222 .0242
Panel B. Regressions of the outcome variables: ϕ̃i(u)

(1) (2) (3) (4)

Ti

-.0166 -.0210 -.0160 -.0207
(.0162) (.0165) (.0167) (.0168)

ˆOV ERi(u)
-.0087† -.0127†
(.0058) (.0089)

ˆOV ERi(u) ·CTB
-.1253** -.1209**
(.0479) (.0484)

ˆOV ERi(u) ·TTO
-.0062 .0073
(.0174) (.0190)

R2 .1089 0.1175 .0930 .1233
Panel C. Results of the mediation analyses

(1) (2) (3) (4) (5) (6)
MPL CTB TTO MPL CTB TTO

ACME

.0028† .0248** .0016* .0012 .0265** .0026†
[-.0036, .0115] [.0013, .0569] [-.0006, .0047] [-.0063, .0096] [.0025, .0600] [-.0010, .0076]

.0077* .0084†
[-.0008, .0194] [-.0012, .0213]

Direct effect

-.0085 -.0777** .0120 -.0031 -.0752** .0063
[-.0419, .0255] [-.1395, -.0166] [-.0237, .0486] [-.0384, .0335] [-.1366, -.0150] [-.0298, .0429]

-.0151 -.0164
[-.0569, .0272] [-0.0587, .0262]

Total effect
-.0074 -.0080

[-.0289, .0233] [-.0300, .0238]
% of total effect
mediated

-37.84% -335.14% -21.62% -15.00% -331.25% -32.50%
-104.05% -105.00%

Notes:
1) ˆOV ERi(u) equals 1 if subject i overestimates u day(s) and 0 otherwise. Ti = 1 for high load treatment and 0 otherwise. ϕ̃i(u)

is the estimated discount function of u day(s).
2) For Panel A and B, coefficient estimates are presented with standard deviations in parentheses.
3) For Panel C, point estimators are presented with 95% confidence intervals in brackets. The algorithm proposed in Imai, Keele
and Tingley (2010) is employed. Hicks and Tingley (2010)’s STATA package is implemented to perform the estimation. The point
estimators do not equal exactly to the coefficient products because nonlinear regressions are involved.
4) Errors are clustered at the individual level. The fixed effects of different time preference elicitation methods are included. The
average performance of the filler tasks and the currency difference are controlled for.
5) Weighted regressions are performed so that each individual is equally weighted despite the different amount of observations in
different groups.
6) †, *, **, *** denote significance at the 0.15, 0.1, 0.05 and 0.01 level.
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Table D.4: Mediation Effects under Different Time Discounting Elicitation Methods: S/O Ratio
as the Mediator

u = 0.5 u = 1

Panel A. Regressions of the mediator variable: ŜOi(u)

Ti

-.7302** -.9510**
(.3177) (.4407)

R2 .0232 .0207
Panel B. Regressions of the outcome variables: ϕ̃i(u)

Ti

-.0166 -.0190 -.0160 -.0192
(.0162) (.0167) (.0167) (.0172)

ŜOi(u)
-.0015 -.0113
(.0103) (.0114)

ŜOi(u) · CTB
-.0173 -.0031
(.0197) (.0132)

ŜOi(u) · TTO
.0010 .0103

(.0147) (.0114)
R2 .1089 0.1175 .0930 .1233
Panel C. Results of the mediation analyses

MPL CTB TTO MPL CTB TTO

ACME

.0099 .0138* .0008† .0111 .0136* .0010†
[-.0079, .0324] [-.0014, .0364] [-.0002, .0022] [-.0113, .0384] [-.0013, .0358] [-.0004, .0030]

.0060 .0063
[-.0021, .0173] [-.0029, .0188]

Direct effect

-.0315 -.0408 .0025 -.0302 -.0351 -.0014
[-.0792, .0141] [-.0896, .0072] [-.0278, .0331] [-.0779, .0159] [-.0779, .0075] [-.0333, .0309]

-.0157 -.0161
[-.0544, .0225] [-0.0541, .0218]

Total effect
-.0097 -.0098

[-.0283, .0199] [-.0285, .0203]
% of total effect
mediated

-102.06% -142.27% -8.25% -113,27% -138.78% -10.20%
-61.86% -64.29%

Notes:
1) ŜOi(u) is the extrapolated S/O ratio of u days. Ti = 1 for high load treatment and 0 otherwise. ϕ̃i(u) is the estimated discount
function of u day(s).
2) For Panel A and B, coefficient estimates are presented with standard deviations in parentheses.
3) For Panel C, point estimators are presented with 95% confidence intervals in brackets. The algorithm proposed in Imai, Keele
and Tingley (2010) is employed. Hicks and Tingley (2010)’s STATA package is implemented to perform the estimation. The point
estimators do not equal exactly to the coefficient products because nonlinear regressions are involved.
4) Errors are clustered at the individual level. The fixed effects of different time preference elicitation methods are included. The
average performance of the filler tasks and the currency difference are controlled for.
5) Weighted regressions are performed so that each individual is equally weighted despite the different amount of observations in
different groups.
6) †, *, **, *** denote significance at the 0.15, 0.1, 0.05 and 0.01 level.
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